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The Innovation Program within the Information Technology and Communications Directorate (ITCD) at NASA Goddard Space Flight Center (GSFC) evaluates and provides formulation (phase A) recommendations for new IT concepts and capabilities to enable ITCD’s mission.  These potential IT concepts and capabilities are driven by the need for ITCD to increase its service delivery performance and reduce costs while supporting the unique science, research and engineering communities of GSFC. 

Much of the Innovation Program’s efforts are accomplished by leveraging IT industry expertise and evaluating examples of relevant and emerging technologies and solutions.  By deploying no cost or low cost solution proof-of-concepts and pilot projects, the ITCD will continue to equip itself to remain successful in the ongoing challenge to better serve its customers, maximize the benefit of leading edge technology, and increase efficiencies, while reducing IT cost in the midst of a dramatically changing Federal environment.

A key component of the Innovation evaluation infrastructure is the containerized computing facility (GSFC, Building 28D).  This facility is the data center where the Innovation Program is currently deploying proofs-of-concepts and pilots for evaluation. This document presents an overview of Innovation Program infrastructure environment. 
[bookmark: _Toc266448379]Introduction
The Innovation Program aligns with the following GSFC Strategic Goals:

1. Increase Agility
2. Modernize Physical Assets
3. Enhance Productivity
4. Capture Potential of “Big Data”
5. Set the Stage for PM Success
6. Provide Ready Access
7. Strengthen Expertise Across the Center

To effectively operate, ITCD must ensure alignment of the IT strategy with GSFC business strategy, ensuring that ITCD stays on track to achieve GSFC strategies and goals and implement effective measures of IT performance.  All stakeholder interests must be taken into account and processes must be established to ensure measurable results.  In order to support these strategic goals, Innovation Program goals include:
 
1. Adopt a “Cloud First” or Virtualized policy for any new projects
2. Assess private, community, public and hybrid cloud deployment solutions
3. Assess infrastructure, platform and software as a service solutions 
4. Convene cross-functional proof -of-concept and pilot project planning teams 
5. Consider ongoing cloud support needs
6. Build a cloud migration and integration project plan 
7. Create a Cloud Decision Framework and Measurement Metrics 
8. Develop strategies to transition concepts to an operational or production environment
9. Assess new IT solutions, including (but not limited to): 
· Social 
· Mobile (devices)
· Analytics (big data)
· Cloud
· Cyber 
[bookmark: _Toc266448380]Physical infrastructure:
· Physical location (the container)
· Racks, Rack, PDU units
· Power including UPS and FMD support of the Switch gear and breaker boxes
· HVAC, (chiller) In-Row Coolers

[bookmark: _Toc266448381]Hardware:
· DELL Servers
· SAN
· Citrix NetScaler (VDI)
· Switches
· Individual requirements are determined by the needs of the POCs; reference below for more detail.
[bookmark: _Toc266448382]Software:
· VMware
· Eucalyptus
· Citrix
· BMC
· Virtual Machines (VMs)
· Etc.
· Individual requirements are determined by the needs of the POCs; reference below for more detail
[bookmark: _Toc266448383]Environmental:
· HVAC Chiller
· In-row cooling units
· Power
· Data Replication
· Physical security
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History:
Agency began the container effort in 2009
· OpenStack Community, later taken up by RackSpace
· Open-Source Cloud Software Development named “Nebula”
· Made use of containerized computing technologies
· Decision was to establish initial resources at two locations
· Resources would by heterogeneous seeking “best in breed” 
· Security posture would start out at FISMA low and support moderate
· Pre-production trials began in fall 2010 and continue today
· Eucalyptus was added to rack 2 in 2012
· Work is underway to operationalize the container and transition it to the Data Center
· The security posture for the Goddard container is not yet at the FISMA moderate level, which is the goal in order for it to be an operational service.

[bookmark: _Toc266448385]Current Switch Hardware and Rack Location
	Rack #
	Position 1
	Position 2
	Position 3
	Position 4

	Rack 1
	Arista 7124S
	Arista 7124S
	Dell PowerConnect 5448
	Dell PowerConnect 5448

	Rack 2
	Arista 7124S (SEN)
	Arista 7124S (SEN)
	Arista 7124S (SEN)
	Dell PowerConnect (SEN)

	Rack 3
	Juniper 4550
	Juniper 4550
	Dell PowerConnect 5448
	

	Rack 4
	Force10
	Force10
	Juniper EX2200
	

	Rack 5
	Juniper QFX 3550
	Juniper QFX 3550
	
	

	Rack 6
	Arista 7124S
	Arista 7124S
	Juniper EX2200
	

	Rack 7
	
	
	
	

	Rack 8
	Juniper EX4200
	
	
	



Software licenses, such as VMware Hypervisor licenses, are not included for the new Dell R720 servers.

Network addressing, such as IPs, Cluster name, VLAN and host names are recorded to guarantee device accessibly.   This data is stored on the MediaWiki site for retrieval by authorized personnel.

The network infrastructure was preliminary designed for pilot or proof of concept projects.
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[bookmark: _Toc266448387]Rack-specific Contents
	RACK 1
	RACK 2
	RACK 3
	RACK 4
	RACK 5
	RACK 6
	RACK 7
	RACK 8

	CNE
	SEN
	CNE
	CNE
	CNE
	CNE
	CNE
	CNE

	Microsoft Hyper-V
	Eucalyptus
	Housing/Hosting
	VMware vSphere
	(Code 750)
	VMware vSphere + BMC CLM
	Currently 90% Empty
	SEWP

	(code 750)
	(Innovation)
	Services
	(Code 750)
	
	Citrix VDI
	
	Housing

	Red Hat Enterprise Virtualization
	 
	(Code 750)
	Red Hat Enterprise Virtualization
	
	(Innovation)
	
	 

	(Code 750)
	 
	 
	(Code 750)
	
	 
	
	 

	 
	 
	 
	Fileshares
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[bookmark: _Toc266448389]Eucalyptus
· The Information Technology & Communications Directorate has established a cloud based development environment (Platform as a Service) for the NASA-Goddard scientific community, leveraging Eucalyptus Cloud software
· This relationship allows for high availability, rapid provisioning and development for Earth Science Data application services within the NASA-Goddard Eucalyptus cloud, called Giovanna
· In addition, the IT security office utilizes Eucalyptus as a test bed for enhancing access based security controls to strengthen the overall security posture within the cloud, called IT Labs

[bookmark: _Toc266448390]BMC 
· The IT organization has also established a BMC Self Provisioning Storefront leveraging BMC’s Cloud Lifecycle Management (CLM) software.
· The BMC Storefront provides a single point of access to NASA’s Cloud services for the user community, while enabling backend management for the administration of the cloud (infrastructure as a service, Platform as a Service and Software as a Service).
· In addition, the BMC CLM storefront allows the IT organization to manage business critical services such as chargeback models & metering services for end user IT assess deployment.

[bookmark: _Toc266448391]VDI
· Our IT organization is also developing a virtual desktop interface environment that will address remote access to the NASA-Goddard network.
· The VDI service will provide a secure solution for remote users to access the NASA-Goddard network environment by providing desktop delivery and application publishing.
· The VDI initiative will serve as a potential Launchpad for NASA-Goddard’s bring your own device (BYOD) policy by allowing users to access the NASA-Goddard network through secure mobile applications available via service provider’s application storefronts (i.e. iTunes, Blackberry, Google/Android, iPad, iPhone).
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ARISTA DCS-7124S 10G Switch

ARISTA DCS-7124S 10G Switch

JUNIPER SWITCH 1G Switch — ECN: 12029
DELL KVM 2162DS - ST: 9G36DQ1

DELL R720 - ST: DGQ48Y1 - ECN: 2623682
128GB RAM CPU-2/ 8 core, 2 x 146GB 1500 RPM SAS

DELL R720 - ST: DGR28Y1 — ECN: 2623683
128GB RAM CPU-2/ 8 core, 2 x 146GB 1500 RPM SAS

DELL R720 - ST: DGP48Y1 — ECN: 2623684
128GB RAM CPU-2 / 8 core, 2 x 146GB 1500 RPM SAS

DELL R720 - ST: DGQ28Y1 — ECN 2623685
128GB RAM CPU-2 / 8 core, 2 x 146GB 1500 RPM SAS

DELL R720 - ST: DGP38Y1 — ECN 2623686
128GB RAM CPU-2/ 8 core, 2 x 146GB 1500 RPM SAS

DELL R720 - ST: 570WHX1 — ECN 2623687
128GB RAM CPU-2/ 8 core, 2 x 146GB 1500 RPM SAS

DELL R850 — ST: 3SDLZK1 — ECN: 2551509
64GB RAM CPU-2/ 6 core, 2 x 146GB 1500 RPM SAS

DELL R850 — ST: 4SDLZK1 — ECN: 2551510
64GB RAM CPU-2/ 6 core, 2 x 146GB 1500 RPM SAS

DELL R850 — ST: 5RLQV91 — ECN: 2551511
64GB RAM CPU-2/ 6 core, 2 x 146GB 1500 RPM SAS

DELL C2100 — RDP JUMPBOX — ST: COQZLN1
96GB RAM CPU-2/ 6-12 core, 12 x 2TB 1500 RPM SAS

CITRIX NETSCALER MPX 9700 FIPS — <FORTHCOMING>

DELL PS5000XV SAN — ST: DJTCCG1

DELL PS6100XV SAN — ST: 2RLQV91
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